Deep learning in the marking of medical student short answer question examinations: Student perceptions and pilot accuracy assessment
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Abstract

Introduction: Machine learning has previously been applied to text analysis. There is limited data regarding the acceptability or accuracy of such applications in medical education. This project examined medical student opinion regarding computer-based marking and evaluated the accuracy of deep learning (DL), a subtype of machine learning, in the scoring of medical short answer questions (SAQs).

Methods: Fourth- and fifth-year medical students undertook an anonymised online examination. Prior to the examination, students completed a survey gauging their opinion on computer-based marking. Questions were marked by humans, and then a DL analysis was conducted using convolutional neural networks. In the DL analysis, following preprocessing, data were split into a training dataset (on which models were developed using 10-fold cross-validation) and a test dataset (on which performance analysis was conducted).

Results: One hundred and eighty-one students completed the examination (participation rate 59.0%). While students expressed concern regarding the accuracy of computer-based marking, the majority of students agreed that computer marking would be more objective than human marking (67.0%) and reported they would not object to computer-based marking (55.5%). Regarding automated marking of SAQs, for 1-mark questions, there were consistently high classification accuracies (mean accuracy 0.98). For more complex 2-mark and 3-mark SAQs, in which multiclass classification was required, accuracy was lower (mean 0.65 and 0.59, respectively).

Conclusions: Medical students may be supportive of computer-based marking due to its objectivity. DL has the potential to provide accurate marking of written questions, however further research into DL marking of medical examinations is required.
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Introduction

Machine learning (ML) is the process of computers learning from data (Deo, 2015). Not only is it now important for medical students to learn about ML so that they may interpret the results produced by ML algorithms (James et al., 2021), ML may also aid in teaching medical students. One way in which ML may assist with medical education is through assessments of performance (Dias et al., 2018). ML has previously been applied to the grading of short answer questions (SAQs) in various fields outside of medicine (Burrows et al., 2015; Nadkarni et al., 2011).

SAQs may have multiple types, including 1-mark very short answer questions (VSAQs), which have been proposed as an alternative to standard multiple-choice questions (Puthiaparampil & Rahman, 2020). There is evidence that ML results in similar scores on 1-mark questions with a large sample size (n = 8,007) when compared to human markers (Latifi et al., 2016). ML has also been applied to the scoring of written notes for the United States Medical Licensing Examination (Salt et al., 2018).

Natural language processing (NLP) is one aspect of ML relevant to this topic. It involves the interaction between human languages (either written or spoken) and computers. At its most basic level, NLP could be viewed to include keyword searches. Sophisticated NLP analyses involve much more than this type of analysis, including looking at the context and order in which words appear (Locke et al., 2021). Proprietary software that utilises types of NLP to facilitate marking of SAQs is currently in use. However, open-source software that may be applicable to this task is also available. Open-source software includes algorithms, such as deep learning (DL) algorithms, and new content, which is constantly developing (Sidey-Gibbons & Sidey-Gibbons, 2019). Unlike earlier methods of NLP, more recent methods of ML text analysis, such as DL algorithms, including convolutional neural networks (CNN), have the potential to interpret the semantic context of the text that is analysed (Lai et al., 2015). These methods may increase the accuracy of the text analysis. There is limited research available on the accuracy of such new DL methods of NLP, including those implemented with open-source software, in the scoring of medical student examinations.

Currently, there are mixed opinions regarding the role of ML in marking of written assessments, and lack of acceptance may be a key barrier to implementation. At this time, there is limited evidence available on the acceptability to medical students of NLP in examination marking.

Therefore, this project was conducted with the aim of assessing: a) student opinion in regards to the acceptability of computer-based (machine learning) marking and b) a preliminary study of the accuracy of DL NLP implemented with open-source software in the scoring of medical student SAQs.
Methods
This study involved an anonymous survey and machine learning pilot performance analysis.

Data collection

Participants
A voluntary anonymous online formative examination was conducted for Year 4 and Year 5 University of Adelaide medical students in October 2018. The University of Adelaide Bachelor of Medicine Bachelor of Surgery program is a 6-year undergraduate degree.

Exam structure and marking
The examination comprised 100 questions, including 1-mark VSAQs (completed by only half the cohort), 2-mark SAQs, 3-mark SAQs and multiple-choice questions (MCQs) (completed by the entire cohort). The examination was time limited, with a time limit of 2.5 hours. The examination content covered topics including adult medicine, surgery and general practice. Prior to the examination, marking schemes were devised for the SAQs (see Table 1 for example questions and marking schemes). This marking rubric provided clear instructions on answers for which marks should be allocated. Following the completion of the examination, student written answers were marked by senior medical students (sixth-year students, who while on medical education rotations routinely engage in examination marking) and junior medical officers. A degree of leeway was afforded to examiners concerning answers that were considered reasonable but had not been explicitly discussed in the predefined marking criteria. In cases in which such an instance was encountered, the decision to allocate marks was achieved through group discussion. Similarly, when there was uncertainty regarding the number of marks that should be allocated to a given answer, consensus was achieved through group discussion.

Survey
Students completed a 6-point Likert-scale survey (see Appendix) prior to the examination, gauging opinion on computer-based marking. The questions for this survey were adapted from other machine learning and medical education literature (Pinto dos Santos et al., 2019). Answers ranged from “very strongly disagree” to “very strongly agree”. Prior to administration, the survey was piloted on a convenience sample of senior medical students, with questions refined to improve clarity following this pilot. Students who were involved in this pilot survey did not partake in the study.

DL analysis
DL analysis was conducted using open-source Python libraries. Preprocessing of text (cleaning and simplifying the type of text present) involved removal of non-letter characters (such as punctuation) and stopwords (words that contain little value in the
meaning of a sentence, such as “the” and “is”), word stemming (shortening words to reduce the number of unique words present, such as shortening both “hypertensive” and “hypertension” to “hyperten”), tokenisation (replacing sub-word, word or word combinations with non-word values) and padding of sequence length (ensuring all sequences were of equal length with blank values). Further descriptions of these processes in a medical setting can be found in recent review articles (Locke et al., 2021). The final corpus was then split into a training set and test set (85%/15% split). The most frequently appearing 99% of words were included.

A CNN structure was selected for classification in this study. The CNN was trained using supervised methods on the training dataset. This supervised training involved providing the models with the student answers in the training dataset (input) and the marks that each answer was allocated by the human scorer (output). The CNN was then provided with the opportunity to find the relevant associations between the input and the output such that it could predict the marks allocated to student answers that it had not seen previously (the test dataset for performance analysis). These training processes commenced with classification experiments conducted on the training set with a simple CNN structure prior to the addition of further hidden layers and nodes. Ultimately, the model used for all classification experiments had one embedding layer, one convolutional
layer and one maximum pooling layer. These were then followed by eight alternating dense layers (512 nodes) and dropout layers (dropout rate 0.2). The number of outputs in the output layer was defined by the number of categories possible in each question. For example, for a 3-mark question, there were four possible output classifications (0 marks, 1 mark, 2 marks or 3 marks).

Four 3-mark, four 2-mark and four 1-mark questions were randomly selected for cross validation experiments. For each question, 10-fold cross-validation experiments were conducted on the training set. This training set was used to tune the hyperparameters for each individual question. If > 90% accuracy was achieved on the training set, the size of the training set was then decreased to determine how low a number of training examples was required to maintain this accuracy. Following this process, the classifier developed on the training set was used on the hold-out test set to determine accuracy. Classification accuracy was calculated as the proportion of cases in which the correct number of marks was allocated—i.e., (true positives + true negative) / (true positives + true negative + false positive + false negative).

**Ethical approval**

This study received institutional ethics committee approval from The University of Adelaide Human Research Ethics Committee (approval number H-2018-083).

**Results**

**Sample characteristics**

One hundred and eighty-one students completed the practice examination (response rate 59.0%). Of these students, 100 (55.2%) were in the fifth year of the program, with the remaining students in the fourth year.

**Student opinion regarding computer-based marking**

In response to Likert-type options, students expressed mixed opinions regarding computer-based marking of written examinations (see Figure 1). Just over half of students reported feeling that computers would not be able to perform an adequately accurate job of marking written examinations (*agree, strongly agree* or *very strongly agree*: 56.6%). However, despite expressing this belief, the majority of students agreed that computer marking would be more objective than human marking (*agree, strongly agree* or *very strongly agree*: 67.0%), and over half of students reported that they would not object to having written examinations marked by a computer (55.5%). Conversely, 44.5% of students reported that they would object to having written examinations marked by a computer.
Figure 1

Medical Student Responses to Likert-Type Questions Regarding Their Opinion of Human and Computer-Based Marking of Examinations

Table 2

Accuracy of Classification Into Grade Bands by DL Marking

<table>
<thead>
<tr>
<th>Question Topic</th>
<th>Train/Test Split (%)</th>
<th>Maximum Possible Marks</th>
<th>Training Set Mean Accuracy (±SD)</th>
<th>Test Set Mean Accuracy</th>
<th>Test Set Maximum Proportion of a Single Mark Category</th>
</tr>
</thead>
<tbody>
<tr>
<td>Zollinger-Ellison syndrome</td>
<td>20/80</td>
<td>1</td>
<td>0.86 (0.24)</td>
<td>0.98</td>
<td>0.74</td>
</tr>
<tr>
<td>Kidney stones</td>
<td>20/80</td>
<td>1</td>
<td>0.8 (0.21)</td>
<td>0.94</td>
<td>0.59</td>
</tr>
<tr>
<td>Conversion disorder</td>
<td>20/80</td>
<td>1</td>
<td>1.0 (0)</td>
<td>1.0</td>
<td>0.59</td>
</tr>
<tr>
<td>Compartment syndrome</td>
<td>20/80</td>
<td>1</td>
<td>1.0 (0)</td>
<td>0.98</td>
<td>0.66</td>
</tr>
<tr>
<td>Neurovascular injury</td>
<td>85/15</td>
<td>2</td>
<td>0.61 (0.13)</td>
<td>0.71</td>
<td>0.65</td>
</tr>
<tr>
<td>Acute angle-closure glaucoma</td>
<td>85/15</td>
<td>2</td>
<td>0.59 (0.14)</td>
<td>0.55</td>
<td>0.46</td>
</tr>
<tr>
<td>Thyroid cancer</td>
<td>85/15</td>
<td>2</td>
<td>0.46 (0.16)</td>
<td>0.56</td>
<td>0.44</td>
</tr>
<tr>
<td>Hypothyroidism</td>
<td>85/15</td>
<td>2</td>
<td>0.67 (0.28)</td>
<td>0.76</td>
<td>0.64</td>
</tr>
<tr>
<td>Acute pulmonary oedema</td>
<td>85/15</td>
<td>3</td>
<td>0.62 (0.18)</td>
<td>0.61</td>
<td>0.39</td>
</tr>
<tr>
<td>Anorexia nervosa</td>
<td>85/15</td>
<td>3</td>
<td>0.54 (0.11)</td>
<td>0.49</td>
<td>0.36</td>
</tr>
<tr>
<td>Essential tremor</td>
<td>85/15</td>
<td>3</td>
<td>0.38 (0.11)</td>
<td>0.5</td>
<td>0.41</td>
</tr>
<tr>
<td>Acute pancreatitis</td>
<td>85/15</td>
<td>3</td>
<td>0.77 (0.12)</td>
<td>0.76</td>
<td>0.48</td>
</tr>
</tbody>
</table>
**DL analysis**

For questions that required binary classification (1-mark questions, VSAQ), there were consistently high classification accuracies (> 90%) on the training set, with the original split (85%/15% train/test split). Subsequently, classification experiments were trialled with fewer samples in the training set. Ultimately, high accuracies on the training set (see Table 2) were able to be achieved with 30 training examples (20%/80% train/test split). The accuracies on the test set were similar to that of the training set. Across the four 1-mark questions, the mean accuracy on the test set was 0.98.

For questions in which multiclass classification was required (2-mark, 3 classes and 3-mark, 4 classes), accuracy was significantly lower. Even with the original 85%/15% train/test split, it was not possible to achieve accuracies over 0.80. The mean accuracy on the test set among the four 2-mark questions and four 3-mark questions was 0.65 and 0.59, respectively.

**Discussion**

Our results highlight that this DL algorithm was able to achieve high accuracy scoring 1-mark VSAQs using a small number of training questions. Regarding 2-mark and 3-mark questions, lower accuracies were achieved, in particular for 3-mark questions. However, it should be noted that the sample size in this study was small. Additionally, the results of this study highlight that while students would support a more objective marking process, there is some trepidation regarding the accuracy of ML marking systems.

This study has demonstrated that this method of machine learning requires small training datasets to be effective for 1-mark SAQs (VSAQs). This method of marking retained a high accuracy when using a small number of training examples. These results support the findings of previous studies that demonstrate that machine learning algorithms demonstrate a high reliability when marking VSAQs (Sam et al., 2018). Although medical student examinations comprise many formats, this strategy presents a viable system for marking 1-mark short answer questions in the assessment of medical students. Recent research has supported that VSAQs are an authentic means of assessment, with good discriminative value, and may be an alternative to standard multiple-choice questions (Sam et al., 2019). It is also important to note that employing a combination of both machine learning and human marking may be a viable strategy, one that is in use in some centres and in proprietary software.

Similarly, a combination human and machine learning approach may be utilised for 2-mark and 3-mark SAQs. In this study, the level of performance on these types of questions would be insufficient (i.e., the models would not be sufficiently accurate) to use ML alone for marking. The performance on the 2-mark and 3-mark SAQs is salient in that previous research has suggested that this type of question may complement standard multiple-choice questions (Bird et al., 2019), although this point may be debated (Hift, 2014). The results of this study also suggest that questions with greater numbers of marks are more difficult...
to classify accurately with machine learning. This finding is intuitive in the setting of multiclass classification tasks in other areas (such as image analysis) and of relevance when considering automated scoring of longer answers and essays (Gierl et al., 2014).

The sentiment expressed by medical students in this study demonstrated a conflict between support for a potentially more objective and efficient marking process. Further education of students in regards to the implementation of supervised machine learning methodologies that can assess word combinations (e.g., phrases) rather than simply the frequency of individual words may influence these opinions. It should be noted that the survey in this study was administered prior to the examination (so that the content and type of questions in the examination would not influence student responses to the survey).

A limitation of this study is the small sample size, although we note that the accuracy assessment was intended as a pilot study. A larger sample size may have resulted in significantly higher accuracies for the marking of 2- and 3-mark questions, as this change would have increased the number of data from which the algorithms could learn. The marking schemes employed in this study were deliberately structured to encompass complex concepts such as “demonstrates sound clinical reasoning” (see Table 1). If simpler marking schemes were employed for the 2-mark and 3-mark questions, this approach would also likely have resulted in a higher accuracy. It is possible that the phrasing of survey questions may influence participant responses. In this case, more neutral survey items may have provided more positive responses. Another limitation is that the examination was formative rather than summative, and students may not have been as detailed in their explanations as a result. Finally, this study was conducted at a single site in only the English language. Accordingly, the findings may not be applicable to content from other centres and in other languages. In addition, this study applied machine learning marking strategies to clinical questions. It should be noted that performance on other types of questions, such as questions regarding professionalism and ethics, may result in different performance.

Future research into methods to improve the accuracy of DL marking of 2-mark and 3-mark questions, for example with larger datasets and simpler marking schemes, may be beneficial. Studies may also examine the application of DL to different styles of written medical questions, such as modified essay questions. Research may also seek to examine the influence of structured machine learning education for medical students on medical student acceptance of computer-based marking (for example, highlighting the differences between simple “keyword” and DL marking programs).

Conclusion

Medical students may be supportive of computer-based (machine learning) marking, in part due to its perceived objectivity. DL has the potential to provide accurate marking of written questions, although multiclass classification tasks may require larger datasets. Further research into DL marking of medical examinations is required.
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Appendix

**Pre-exam Survey**

Please select the box that indicates how strongly you agree/disagree with each of the following statements:

<table>
<thead>
<tr>
<th>Statement</th>
<th>Very strongly disagree</th>
<th>Strongly disagree</th>
<th>Disagree</th>
<th>Agree</th>
<th>Strongly agree</th>
<th>Very strongly agree</th>
</tr>
</thead>
<tbody>
<tr>
<td>In a summative written exam, I would be concerned regarding the subjectivity of humans marking written questions</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>In a written exam, I think a computer marking answers would be more objective than human markers</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I would object to having my written examinations marked by a computer</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I DO NOT think that a computer could do an adequate job of accurately marking written examinations</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I have concerns regarding the anonymity of human marking of written exams</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
<tr>
<td>I have concerns regarding the anonymity of computer-based marking of written exams</td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

If you would object to having your written exams marked by a computer, please explain why:

__________________________________________________________________________
__________________________________________________________________________
__________________________________________________________________________
__________________________________________________________________________
__________________________________________________________________________
__________________________________________________________________________
__________________________________________________________________________
__________________________________________________________________________